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THE IMPACT OF NOUN AMBIGUITY IN TELUGU LANGUAGE SENTENCES
USING CSG RULES: A MODERN APPROACH
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Abstract: Context Sensitive Grammar [CSG], which is used to reduce the ambiguity in a language sentences. In the existing
literature we aware some of the approaches are used to condense the ambiguity, to our knowledge there is no
CSG approach to squeeze the ambiguity in Telugu language. Henceforth, we introduced a new methodology to identify the
impact of a Noun ambiguity in Telugu Language Sentence with the help of CSG.
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1. INTRODUCTION

Telugu is a major Dravidian language of the Central Dravidian subgroup. It is included in the Eighth Schedule of the
Indian Constitution along with the other seventeen languages. About 80 million people (66,017,615 in 1991) speak
this language in India. This figure makes it the largest spoken tongue among all the Dravidian languages. Due to
influence of local languages the words in Telugu have been undergone ambiguity, various techniques and
approaches have been innovated to resolve the ambiguity of words in Telugu language. Because of the influence
non-English languages and their locality, religious and cultural aspects and resulted in the ambiguity of sense and
meaning of Telugu. Concentrating on Telugu language, adaptability of the language by the people is similar by
everyone at higher level quite different when we dig into deeper. The usage of sense of a word drastically changed
in oral communication as well in written.

There are mainly four major regional dialects in Telugu, the Coastal Andhra dialect spoken in the six coastal
districts of Nellore(partially),Prakasam,Guntur,Krishna,EastGodavari and WestGodavari; the Kalingandhra dialectof
visaka patnam visakhapatnam,Vijayanagaram and Srikakulam districts; the Rayalaseema dialect spoken in the four
Rayalaseema districts of Cuddpah, Kurnool, Anantapur and Chittoor; and finally the Telangana dialect spoken in the
ten districts of Telangana state, namely Adilabad, Nizamabad, Medak, Karimnagar, Warangal, Mahaboobnagar,
Nalgonda, Khammam Mettu, Hyderabad and Rangareddi. There are several other dialects in state boundaries that
influence Telugu. As mentioned above, there are several dialects in Telugu language; they influence oral
communication as well as to writing. The sense of a word varies from one dialect to another dialect. Due to this
variation in the senses, ambiguity started in the language through disambiguating the words is necessary. So
processing of natural language and disambiguating the word senses are highly required to increase understanding.
Natural Language Processing [NLP][1,24] is a field of computer science, artificial intelligence[5,43], machine
learning[21,29,34,35,41] and linguistics concerned with the interactions between computers and natural languages.
NLP is related to the area of human—computer interaction. Challenges in NLP[11,40,42,49] involve natural
language understanding[36,37], that is, enabling computers to derive meaning from human or natural language
input and involve in natural language generation. Word Sense
Disambiguation[WSD][2,6,9,16,25,26,27,38,39,44,46,47,50,51] in Computational linguistics[7,8,20,22,23,28,45,48] is
an open problem of natural language processing and ontology, which governs the process of identifying the sense
of meaning a word in a sentence, when the word has multiple meanings. One of the solution to this problem is
Context Sensitive Grammar [CSG][3,4], which is used to decrease the ambiguity in a language sentences.

The organization of this paper is as follows: Section Il describes the CSG and followed by its methodology, Section
Il shows the case study followed by derivations and parse trees, Section IV explores Conclusion and Future
Research Direction, Section V shows the Acknowledgements followed by references.

2. CONTEXT SENSITIVE GRAMMAR

Here we describes a new methodology which is known as Context Sensitive Grammar [30,31,32,33], that can be
used to condense the noun ambiguity in telugu language. We also considered the impact of nouns in this
connection.
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2.7 Methodology:

Let G be a Context Sensitive Grammar for which the production rules are : S => NP VP

NP => NP NN | NN NP | NST NP | NNP NP | PRP NP | QC NP | CC NP | JJ NP | SYM NP

VP =>VP NP | NP VP|VGF VP|VGNF VP|VGINF VP|VGNN VP |RBP VP|JJP VP|SYM VP |CCP VP

VGF VGNF VGINF VGNN = > VM | VAUX | SYM

Figure 1: Context Sensitive Grammar

Where S is a Sentence, NP is a Noun Phrase, VP is a Verb Phrase, NN is a Noun, NST is a NLoc, NNP is a Proper
Noun, PRP is a Pronoun, VM is a Verb Finite, VMUX is a Verb Aux, QC is a Cardinal, CC is a Conjuncts, JJ is a
Adjective, RBP is Adverb Phrase, JJP is a Adjective Phrase CCP is a Conjunctive Phrase, SYM is a Sym.

3. CASE STUDY

Consider the telugu language sentences and we observe the impact of the noun kAru
1. rEwulu edAxiki mUdu kArla paMtalu paMdiswAru.
2. AkASaMlo kAru mabbulu kanapadawAyi .

Given Input 1: rEwulu edAxiki mUdu kArla paMtalu paMdiswAru .

This sentence will be converted through our methodology like :

NN NN QC NN NN VM SYM

Where
NN is a Noun, QC is Cardinal, VM is a Verb Finite, SYM is a Sym

Here Derivations generating the sentences of a language. It has left most and right most derivations. If one
chooses the leftmost non-terminal in a given sentential form then it is called left most derivation[LMD][17,18,19]. If
one chooses the rightmost non-terminal in a given sentential form then it is called right most derivation[RMD]. Any
language construct can be defined by the CSG[12,13,14,15].

3.7 Derivations and Parse Trees
Hereafter the above sentences will be derived like:

S=>NP VP

=>NN NP VP

=>NN NN NP VP

=>NN NN QC NP VP

=>NN NN QC NN NP VP

=>NN NN QC NN NN NP VP
=>NN NN QC NN NN VP

=>NN NN QC NN NN VP

=>NN NN QC NN NN VGF VP
=>NN NN QC NN NN VGF SYM VP

=>NN NN QC NN NN VGF SYM
Figure 2 : Derivation for the input sentence 1.

A parse tree represents a derivation graphically or pictorially. It is an internal structure created by the parser
while parsing some language sentences. Parsing is also known as syntax analysis.

Based on the earlier derivations we constructed the parse tree[10] in figure 3.

Given Input 2. AkASaMlo kAru mabbulu kanapadawAyi .
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This sentence will be converted through our methodology like:

NN NN NN VM SYM
Where

NN is a Noun, VM is Verb Finite, SYM is Sym.
Hereafter the above sentences will be derived like:

S=>NP VP
=>NN NP VP

=>NN NN NP VP

=> NN
=> NN
=> NN
=> NN
=> NN
=> NN
=>NN

NN
NN
NN
NN
NN
NN
NN

NN
NN
NN
NN
NN
NN
NN

VM SYM VP

Figure 4: Derivation for the input sentence 2

Based on the earlier derivations we constructed the parse tree in Figure 4

4, Conclusion and Future Research Direction

In this research paper we analyzed the impact of noun ambiguity in telugu language sentences. We
empirically analyzed our methodology and also calculated the statistical measures such as Precision
and Recall. Through this we observed our results are significant when compared to existing approaches.
In the future there may be a scope for further research on verbs, adjectives and adverbs to measure the

impact of verbs, adjectives and adverbs and so on.
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Figure 5: Parse tree for Input sentence 2.
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